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Abstract – The primary objective of Natural Language Processing (NLP) is to ensure that communication is established 
between the human and the machine. An ambiguous word is the one which has more than one meaning. The purpose of 
Word Sense Disambiguation (WSD), an important area of NLP, is to ensure that the machine is able to correctly find the 
context in which the word is being used. A number of different supervised, semi-supervised and un-supervised algorithms 
are being employed to carr y out the same. One such supervised approach is k–NN algorithm which we have implemented 
in disambiguating words in Gurmukhi. Gurmukhi (or popularly known as Punjabi) is the 17th most spoken language in the 
world.  For this paper we have used the Punjabi Corpora (obtained from Evaluations and Language Resources Distribution 
Agency, Paris, France) which has been sense-tagged with 100 words.  

Keywords – Word Sense Disambiguation, Supervised Approach, k-Nearest Neighbor, WSD in Punjabi, Sense-tagged corpora 

 
I. INTRODUCTION 

 The Natural Language Processing (NLP) is one of 
the key research areas in Artificial Intelligence. Topics 
like Natural Language Understanding and Natural 
Language Generation comes under this. The study of 
Word Sense Disambiguation (WSD) describes how the 
machine can easily understand the context in which the 
given word is being used. An ambiguous word has more 
than one meaning, which a human can easily 
understand when using the given word. For example, 
the word, “left” tells the direction i.e. opposite of right 
and is also the past tense of the word, leave. Given the 
context, the human can righty distinguish between the 
two. The same intelligence is to be provided to the 
machine to understand the difference. 

 All the natural languages spoken in the world have 
a huge number of ambiguous words. Like for example, 
in our language of study, i.e. Gurmukhi (popularly 
referred as Punjabi), we have multiple ambiguous 
words. The word, 

 
has five different meanings. Consider the following 
instances:  

 

 

 

 

 
In the first instance the word “haar” means “garland”, 
in the second instance it means “unsuccessful”, in the 
third instance it means “doer”,   in the fourth instance it 
means “give up” and in the fifth instance it means 
“loose”. 

  There are number of algorithms that are being 
implemented under WSD. These algorithms have been 
broadly classified into three main categories: 
knowledge-based algorithms, machine-learning based 
algorithms and hybrid algorithms. The knowledge-
based algorithms are based on machine-readable 
dictionaries also referred to as thesauri. The idea is to 
list out different meanings of the words and by using 
one of the knowledge-based algorithms, the machine is 
able to deduce the correct context of the word. The 
second category, i.e. machine learning based algorithms 
are further sub-categorized into three, which is, 
supervised algorithms, unsupervised algorithms and 
semi-supervised algorithms. The supervised algorithms 
are based on sense-tagged corpora, better known as the 
training sets, where with the help of a classifier the 
correct meaning of the given word is sought. In the 
unsupervised techniques, there is no need for a sense-
tagged corpora. These set of algorithms try to deduce 
the correct meaning of the word by accounting the 
clusters of words around the given word. The semi-
supervised algorithms follow the middle path where a 
small sense-tagged data is used as the reference and 
using this the classifier is trained to produce similar 
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sense-tagged corpora and subsequently the whole text 
is tagged. The third major category which is the set of 
hybrid algorithms is the amalgamation of all the above 
algorithms. Every algorithm has its own sets of merits 
and demerits. The experiments that have been 
conducted using supervised algorithms have yielded 
better results, provided a sense-tagged corpora is 
available.  

 The k- Nearest Neighbor (k-NN) Algorithm is one 
of the algorithms under the category of Supervised 
Algorithm. This algorithm has been explored to 
disambiguate Punjabi words, for this paper. Punjabi is 
one of the regional languages spoken and written in 
India. The work done on the regional languages has till 
now been limited to preparation of machine-readable 
dictionaries and translation process. The major reason 
for this is the unavailability of sense-tagged corpora for 
Punjabi language. In this paper, for training and testing, 
we are using the Punjabi Corpora (obtained from 
Evaluations and Language Resources Distribution 
Agency, Paris, France) which has been sense-tagged 
with 100 words.  

 The rest of the paper has been divided in the 
following manner: Section II discusses the related work 
in other languages. Section III explains the proposed 
supervised algorithm i.e. k-NN. Section IV presents the 
observations and its interpretation and the last section 
i.e. Section V summarizes the paper.   

 

II. PREVIOUS WORK  

 A lot of extensive work has been done in English 
and other European languages and even on Asian 
languages like Japanese and Chinese in the domain of 
Word Sense Disambiguation (WSD) [7].  In recent 
years, a lot of work has been carried out in Indian 
Regional Languages as well [1]. Our language of focus 
is Gurmukhi, more popularly known as Punjabi [7]. The 
major amount of work in this language has been limited 
to machine translation and building of machine 
readable dictionaries due to lack of sense-tagged 
corpora [21]. For this paper, we have studied the work 
done in Hindi Language as Gurmukhi drives closely to 
this language [12, 13, 14, 15, 1 6]. The k-NN algorithm 
has been implemented in English Language [24], which 
has been read for this paper. Among the Indian 
Regional Languages, this algorithm has been used for 
Bengali Language [23] and that paper has been used as 
base paper for this study.  

 In their paper, A. R. Rezapour, S. M. Fakhrahmad, 
M. H. Sadreddini [24], have extracted two set of 
features – one, the set of words that have frequently 
occurred in the given text, and second, the cluster of 
words surrounding the given ambiguous word. Then 
they have applied 5 fold cross validation process to 
divide the data into training and testing part for the k-
NN classifier. In this paper they have also proposed a 

feature weighing strategy which has shown 
commendable results in most of the experiments 
undertaken than the standard procedure. 

 In their paper, R. Pandit, S. K. Naskar [23], have 
used the supervised technique of k-NN algorithm for 
disambiguation in Bengali. In their paper they have 
calculated the distance between the two vectors by 
using the overlap metric, which helped them to get an 
accuracy of 71%. Their experiment was conducted on 
100 testsets sentences where 25 target words, which 
included 10 nouns, 4 adjectives, 8 verbs and 3 adverbs, 
were disambiguated. 

 

III. k-NN BASED WSD APPROACH 

 We are using one of the algorithms under the 
supervised approach - k-NN algorithm - for WSD. In 
this algorithm we classify the given test data which is 
similar in meaning from the training data. This is based 
on the learning by analogy [24]. When an unprocessed 
data, which we refer as vector, so when an unknown 
vector is given, the k-NN classifier finds the similar 
vector from the training set. These training vectors are 
the “nearest neighbors” of this unknown vector. 

 The “k” in the k-NN, is a positive integer number 
whose value can be calculated experimentally. If the 
value of k is 1 then the unknown vector is assigned to 
the class of its nearest neighbor, otherwise it is 
classified by the majority vote of its neighbors.  

 We have to mathematically calculate the distance 
between the set of two nearest neighbors i.e. the 
unknown vector and the training vector. This distance 
determines the closeness of the unknown vector with 
the given set. The distance between the two vectors can 
be calculated from any of the following methods: 
Hamming Distance, Euclidean Distance, Manhattan 
Distance, Overlap Metric, etc.  

 In this paper, we are using the Euclidean Method 
to calculate the distance. The Euclidean Distance 
between two vectors, say X1 = (x11, x12, …, x1n) and X2 
= (x21, x22, …, x2n), is calculated as 

               (1) 

  The proposed methodology includes two steps: the 
first step performs the feature extraction process and 
converts the given paragraph of the corpus into a vector. 
In the second step we pass these vectors through the k-
NN classifier. 

A. Feature Extraction 

 The first step that we undertook for developing the 
WSD system was feature extraction is the first step in 
the development of WSD system. In this stage, first of 
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all we remove all the stop-words i.e. prepositions, 
pronouns, conjunctions, etc. from the context. After 
covering this pre-processing stage, the given context is 
analyzed to get two sets – one, set of frequent words, 
and second, set of surrounding words. 

Set of frequently used words 
 In this, we extract the most frequently appearing 
words in the context. This set of words, referred as 
feature, forms the first set. We calculate the value of 
this feature based on the number of times these set of 
words have been used with the given ambiguous word 
for the given context.  
 
Set of words surrounding ambiguous word 
 In this process, we select ‘n’ words on either side 
of the ambiguous word. The value of n is determined 
experimentally. The set of words which co-occur more 
frequently with the given ambiguous word are selected 
for the dataset. The value of this feature is calculated by 
counting the number of words between the two i.e. our 
ambiguous word and the surrounding word.  
 

B. Using k-NN Classifier 

After we have extracted the features, we construct the 
dataset using these extracted features i.e. set of frequent 
words and set of surrounding words along with the set 
of ambiguous words and their various senses.  

 The next step is to select a sentence having the 
ambiguous word (with kth sense) from the given corpora 
as test instance. Then the k-NN algorithm is applied on 
these two sets where the test vector is compared with all 
the training vectors to find the sense closest to the real 
meaning of the ambiguous word. 

ALGORITHM 

k-NN approach was applied to the corpora using the 
following steps: 

Given:  
(a) Set of ambiguous words with their sense  
(b) Set of frequently used words (with every ambiguous 
word) 
(c) Set of surrounding words (for every ambiguous 
word) 
(d) Punjabi Corpora (obtained from Evaluations and 
Language Resources Distribution Agency, Paris, 
France) which has been sense-tagged with 100 words. 
 
Step 1: Start 
Step 2: A sentence having an ambiguous word is 
selected as an input. 
Step 3: Remove the stop words from the given input. 
Step 4: Testset is constructed from the input sentence. 
Step 5:  For a given ambiguous word in its kth sense 
             DO 
                 Calculate the distance of the testset w.r.t. set  

                 of frequent words, using Euclidean Distance, 
                 call it fi 
             AND / OR 
                 Calculate the distance of the testset w.r.t. set  
                 of surrounding words, using Euclidean  
                 Distance, call it si 
Step 6: Form two lists: 
            List a – Sorted in descending order of the 
distances between the testset and set of frequent words. 
            List b – Sorted in descending order of the 
distances between the testset and set of surrounding 
words. 
Step 7: The value of k is to be selected such that k > 0. 
Step 8: Select the ‘k’ nearest neighbor    
Step 9: Select from the given list (either ‘a’ or ‘b’) the 
training vector which is nearest to the given test vector.  
Step10: Stop  
 
 

IV. OBSERVATION AND INTERPRETATION  

 For our paper, we experimented the efficiency of 
the given algorithm on 120 testset sentences with 8 
ambiguous words. The results of the k-NN based 
approach to WSD in Gurmukhi is as given in Table 1. 
The table shows the results with respect to two different 
testsets, one consisting of frequent words (List a) and 
the other consisting of frequent words (List b). 

 We used the 5 fold cross-validation [24] to estimate 
the performance of the algorithm. Thus, for every 
ambiguous word, the set of all related samples (List a 
and List b) were divided into 5 equal folds. The idea 
was to use any four folds to extract the features so that 
we are able to train the k-NN classifier and use the fifth 
fold for testing purpose. We repeated this process five 
times ensuring that every fold is used as the test data at 
least once. The average accuracy has been listed in 
given table. 
TABLE 1: ACCURACY VALUES OBTAINED ON LIST a AND 

LIST b USING THE k-NN APPROACH 
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V. CONCLUSION 

 In our paper, we have proposed a supervised 
learning algorithm for Word Sense Disambiguation 
based on k-NN approach. We extracted two set of 
features; the set of words that have occurred frequently 
along with the ambiguous word in the corpora and the 
set of words surrounding the ambiguous word in the 
corpora. Then, using the 5 fold cross-validation 
process, we have divided the given data into two i.e. 
training set and test set for the k-NN classifier where 
the experiment was separately carried out with respect 
to the two set of features.   
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