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Abstract: Melanoma is a type of skin cancer that starts and 
evolves from the pigment-producing cells known as 
melanocytes. There has been quite some research done in the 
area of melanoma classification through image detection and 
classification using machine learning- specifically deep 
learning and neural networks. Researchers have used CNN- 
Convolutional Neural Networks, DNN- Deep Neural Networks, 
some have even used RNN- Recurrent Neural Network and 
transfer Learning. The Research work has not been up-to the 
mark as of yet, we know this because there has been no news of 
models being put to clinical testing. Another setback to the 
process of creating a perfect algorithm and mode is the lack of 
data regarding melanoma, the largest dataset publicly 
available is the one provided by ISCI for its 2020 competitions 
it has 25333 as training data and about 8240 as testing image 
datasets , but the issue with these is that the do not contain just 
the images and data for melanoma, the are a dataset for 7 
different skin lesions to be detected and classified. In this 
review/survey paper we will be reviewing the research work 
done in the past couple of years on the topic of melanoma 
detection and classification using Deep learning. 

Keyword- Melanoma detection, Deep learning, CNN- 
Convolutional Neural Networks, DNN-Deep Neural Networks,
RNN- Recurrent Neural Network. 

I. INTRODUCTION 
“Melanoma” is one of the most dangerous and serious 

types of cancer (Skin), the develop in the cells called 
melanocytes that produce the pigment melanin. This is the 
pigment that gives your skin its color. This cancerous disease 
is also known to form in eyes and even sometimes inside 
one’s body such=h as our nose or throat. The exact reason 
for this irregularity is not clear as of yet , but it is speculated 
and in some cases proven to be due to exposure to 
Ultraviolet radiations from the sun or other man made 
sources increases the risk of developing melanoma. The 
number of people effected by this seem to be increasing day 
by day at an increasing rate. It is seen to be increasingly 
effect the population under the age of 40 years especially 
women. Knowledge and detecting it in its early stages can 
help reduce the rate of fatality globaly and the number of 
cases of newly effected personal. In 20% cases, even surgery 
fails to cure it. In  total skin cancer related deaths, 75% 
happen due to melanoma.[1]

This disease is the only one responsible for more than 
50,000 cancer related fatalities around the world In the year 
2015, an estimate figure of 73000 new cases was seen in the 
USA and approximate death rate of 2.7. It is a kind of skin 
lesion  that can only be identified by expert dermatologists 
due to its close similarity to benign lesions. Diagnosis of 
melanoma has mostly self-processed. When the person
finally registers that there is something wrong, which is due 

to lack of awareness and the lack of medical experts around 
the world. Even then the accuracy rate of melanoma 
detection by the experts is not that great. [2]

To reduce the pressure and to help the medical experts 
during the time of digital age where AI and machine learning 
are making leaps in the medical field, the researchers thought 
the need to provide the experts with a melanoma detection 
and classification algorithm or model. In the current research 
, use of deep learning for detection of malignant melanoma 
is carried out with a proposed architectures with benchmark 
datasets [1].To help with early detection of the disease, the 
researchers have really hit their stride in the past few years 
when the publicly provided slightly large datasets were 
provides like the HAM 10000 and the ISCI2020 set, but the 
issue with those is that the are not just datasets for 
melanoma. The HAM 10000 contains the data of seven 
different skin lesions, more so it is an uneven set of data 
which does not help with the training of neural network. In 
this review paper we will see how the researcher have 
processes their data and how have the managed to teach and 
build a neural network for melanoma detection, and the types 
of models and processes used by them to  train the model 
and then test it on test data and validate its efficiency. 

II. LITRATURE REVIEW. 
We have premediated and studied some of the work 

previously done from the year 2015-2019. Our study and 
findings from the research papers have been put in a tabular 
form for easy access below. The table below encases the 
name of the authors, the classification techniques, datasets 
and other works done. The third column has the outcome, 
Accuracies of the research work done by the authors.  Some 
of the points found in our study of the related works of the 
past few years is that: There is not enough data publicly 
available or easily accessible for research related work which 
causes issues. Before the ISIC provided us with the 
HAM10000 data set for its 2018 challenge, most of the 
datasets contained at maximum 1000 images, and on an avg 
most datasets contain 200-500 images. Most of the research 
work done is on various variations of the CNN architecture 
by changing the number of neurons or the number of hidden 
layers or by adding external feature extractors to help the 
model created with its classification. 

To provide variations for the model the researchers have 
tried to mix and match datasets to help the model better 
identify melanoma for e.g. author Soumen Mukherjee Et 
al[1]. They have augmented image data to increase the size 
of the dataset. Some authors have still worked with small 
datasets for e.g. Zabir Al Nazi Et al[3], Savy Gulathi Et 
al[4],Mohammed Attia Et al[7]. 
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TABLE I. RELATED WORKS

S.NO AUTHOR CLASSIFICATIN TECHNIQUE OUTCOME
Soumen Mukherjee

Et al[1]
Datasets used by the author were Dermofit{1300} , 

MEDNODE{170}. They augmented images to increase 
dataset .CNN architecture used by them using MATLAB.

Accuracy of datasets achieved were 90.58 and 
90.14%. separately and 83.07 when datasets 

combined.
Zabir Al Nazi and 

Tasnim Azad Abir[3]
Datasets used were ISIC2018 and PH2.

The author used Transfer learning.(DCNN used for  feature 
extraction with SVM as its classifier)

Images were augmented and dataset size increased.

Max  accuracy of 92.00% achieved on PH2 
dataset out of the many different feature 

extractors used  DenseNet201 was the best.

Savy Gulati(&) and 
Rosepreet Kaur 

Bhogal[4]

The authors used CAD(Computer Aided Diagnosis system) 
system is developed and Pretrained models used were  

CNN(AlexNet) and VGG16 for transfer learning and as 
feature extractor respectively. Dataset PH2 {200} was used 

in this research

The Accuracy achieved was 97%

Felipe Moure C´ıcero Et 
al.[5]

This paper Focusses on classification on non malignant 
melanomas. Authors used the model ResNet (a CNN model 

by Microsoft South Korea ). The Dataset was created by 
integrating multiple datasets{27963},and the final set  

Contains 24 different classes of images.

The Accuracy achieved was 60% in the 2400 
test examples

Seeja R D1, Suresh A2[6] Authors used CNN based U-NET algorithm for  Feature 
extraction. They used:

-“Local Binary Pattern ( LBP)”
-“Edge Histogram (EH)”

-“Histogram of Oriented Gradients (HOG)”         
-“Gabor method.” The resultant features from the above 

models were fed into the: 
“Support Vector Machine (SVM)”

“Random Forest (RF)”
“K-Nearest Neighbour (KNN)”

“Naïve Bayes (NB)” 
classifiers for classification. The Dataset used was from 

ISBI 2016(ISIC data)

The Accuracy achieved was 85.19% 

Mohamed Attia Et al[7] Authors used CNN and RNN and the Dataset used for  
training used  900 images and tested on 375 Images. From 

ISBI 2016

The Accuracy achieved was 0.98

Enes ayan
Et al

The authors used CNN. And Dataset ISIC{1000}, they 
augmented data added to dataset{5000}.

The Accuracy achieved was Non augmented 
78% ,Augmented 81%.

Esra Mahsereci 
Karabulut[8] Et al

The authors used CNN and SVM and used Dataset:DermIS 
and DermQuest{206}

LBP(local binary patterns)BDIP(block difference of 
inverse probabilities ) for feature extraction

The Accuracy achieved was 70%

Titus J. Brinker 
Et al[9]

The authors used CNN for comparison against 
Dermatologists{157 from different German Uni 

Hospitals}Dataset used were ISIC archives2018{2169 
melanoma, 18566 atypical nevi images}.

Test set of 100 images for both the model created and the 
experts..

The sensitivity and specificity achieved by the 
dermatologists were 67.2 and 62.2 respectively, 

whereas the  CNN model created achieved 
sensitivity of 82.3% and a higher specificity of 

77.9% .

Khushboo Munir 
Et al[10]

The authors reviewed the papers where researchers  applied 
deep learning models to classify different types of  cancer.

Review paper.

Noel Codella
Et al.[11]

The authors used “deep learning architecture”, “sparse 
coding”, and “support vector machine (SVM)” and used 

the Dataset ISIC, which contained 2624 clinical cases Two-
fold cross-validation:

I) melanoma against all non-melanoma lesions, and II) 
melanoma against atypical lesions only

They achieved accuracy of 93.1% 
First task (sensitivity -94.9%,  specificity -

92.8%)., second task  accuracy -73.9% 
(sensitivity -73.8%,  specificity -74.3%)   . In 

comparison, prior pre made models yield 91.2% 
accuracy.

N. C. F. Codella
Et al[11]

They used CNN( Theano, Lasagne,Nolearn python 
packages)  Deep Residual Network (DRN) and Dataset 

ISBI2016

The Accuracy achieved was 0.75

Eduardo Valle
Et al[12]

Review of different models. NA

Andre Esteva1 
Et al[13]

The authors used CNN and as Dataset they used a set of -
129,450  images consisting of “2,032 different diseases” 
the effectiveness of the authors model was tested against 

“21 board-certified” dermatologists.

Three way classification accuracy 70%,Nine 
way classification accuracy 49% was achieved 

by them.

Fujisawa1, Y. 
Et al[14]

The authors used DCNN architecture, which they trained 
on 4867 images taken from 1842 patients to classify them 

into 14 diagnosis of  different skin lesions, the result of 
which is then compared against that of dermatologists.   

The Accuracy achieved was 76.5%. 
The model achieved 96.3% sensitivity and 

89.5% specificity. The accuracy of classification 
by dermatologists was 85.3%  and 74.4%, the 
model  achieved greater accuracy, as high as 

92.4% ± 2.1%.
Seung Seog Han 

Et al[15]
The researchers used “CNN(Microsoft ResNet-152” model 

by “Microsoft Research Asia” classifying  the clinical 
images of 12 skin diseases. The Dataset they used,  “Asan 

They outcome of their proposed model had the 
accuracy of 91%
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dataset”, “MED-NODE” , and “atlas site images”(“19,398 
images in total”).

Achim Hekler 
Et al[16]

The reserchers used CNN  and used a Dataset  which  
contained 695 lesions that were classified by an expert 

histopathologist,  595 of the resulting images were used to 
train the model. The rest used to test it.

The Mean sensitivity=76% specificity=60% 
accuracy=68% was achieved in 11 test epochs. 

The  11 pathologists achieved a mean 
sensitivity=51.8 specificity=66.5 and accuracy 

=59.2.
Julie Ann Acebuque 

Salido
Et al[17]

The authors used CNN( AlexNet), Transfer learning. And 
for data they used PH2

The model created was able to achieve accuracy 
93% for classifying melanoma and non-

melanoma.
M.H. Jafari

Et al[18]
They used DCNN for making the model and Dataset: 
Dermquest, The used dataset has 126 digital images.

The Accuracy achieved was 98%

M. Hossein Jafari 
ET al[19]

The authors used CNN and a dataset of clinical images. The accuracy= 98.7% and, sensitivity= 95.2% in 
classification of lesion regions was achieved.

Arkadiusz Kwasigroch Et 
al[20]

The authors used Deep Convolutional Neural Networks
(CNN), The authors propose the CNN architecture and 

used Dataset  ISIC(10000)

The efficiency of the proposed architecture was 
found to be 84%,authors used pre-trained neural 
network which caused momentous  increase in 

accuracy, from 70.5% (CNN1) to 84% (CNN2).

Yuexiang Li ID and 
Linlin Shen[21]

They used a “Fully convolutional residual networks” 
(FCRN).A  CNN architecture is proposed for the 

dermoscopic feature extraction. And used Dataset: ISIC 
2017

The results of the show the promising accuracies 
of our frameworks,

i.e., task 1-0.753 , task 2- 0.848 and  task 3-
0.912 

Yu, Xudong Jiang
Et al

They used a DRNN –“deep residual neural network” which 
was pre-trained on the ImageNet dataset. Then these local 

deep descriptors are aggregated by fisher vector (FV) 
encoding to build a holistic image representation, which are 

then classified using SVM. And Dataset was ISBI 2016 
Skin lesion challenge 

They achieved Avg Accuracy 85%

Amirreza Mahbod Et 
al.[22]

The authors used CNNs “AlexNet”, “VGG16” and 
“ResNet-18”, as deep feature generators and Dataset ISIC 

2017

They Achieved an accuracy of 83.83% for 
melanoma classification and 97.55% for 

seborrheic keratosis classification.
30 Tom´aˇs Majtner, Sule 

Yildirim-[23]
In this research paper the authors proposed an automatic 

“melanoma recognition system”, which they based on deep 
learning method combined with “RSurf” features and 

“local binary patterns” LBP.they used CNN along with
SVM. They used data from ISIC dataset.

Achieved classification accuracy i 0.826
sensitivity 0.533 and specificity 0.898. 

\31 Tom´aˇs Majtner 
Et al[24]

The authors used CNN (AlexNet) with LDA Linear 
discriminant analysis. And Dataset: ISIC archive

Achieved Accuracy Average 82% 

Ammara Masood [25] SVM used by authors and Dataset was collection of 
dermoscopic images which was obtained from different 

sources.

Accuracy achieved was 89%

Afonso Menegolayz [26] They used CNN based model and Dataset: ISBI Challenge 
2016

The results favour deeper models, pretrained it 
on ImageNet, fine-tuning it, achieved AUC of 

80.7% and 84.5% .
E. Nasr-Esfahani, S. [27] They used CNN and Dataset: clinical image capture 

“Department of Dermatology of the University Medical
Center Groningen (UMCG)”

Accuracy 81% was achieved

Abhishek Bhattacharya 
[28]

The authors do a  pilot study to show proof of concept of 
DL skin pathology from a dataset of publicly available 

images, Review paper

NA

Michael A. Marchetti, Et 
al [29]

The authors used Cross-sectional study and used 100 
random images from the “international computer vision 

melanoma challenge” dataset (379),The authors  used five 
methods to combine individual automated predictions into 

a “fusion” of  algorithms. To validate they used eight 
dermatologists  

The dermatologists achieved sensitivity and 
specificity of  82% and 59%,but it was  still less 

than the proposed fusion algorithm (86% and 
71%) by the authors.

H.A. Haenssle
Et al[30]

The authors have used CNN architecture for the 
classification model, the used the predefined model 

Google-inception V4. They pitted this model against an 
international group of 58 dermatologists who were in their 

level-I or -II of the reader study and used the Dataset 
having test-set-300 which were retrieved from the validated 

image library of the “Department of Dermatology, 
University of Heidelberg, Germany”.in addition to that the 
authors further compared their architectures work to the top 
five algorithms presented in the ISBI2016 challenge. The 

dataset used was from the ISBI website.

The level I expert achieved a mean sensitivity of 
86.6% and a specificity of 71.3%.

The level II experts got a sensitivity of 88.9 and 
specificity of 75.7.

The proposed CNN architecture achieved a 
specificity of 82.5 got results close to the top 3 

algo of the ISBI 2016.

J. Premaladha & K. S. 
Ravichandran[31]

They used Google’s Inception v4 CNN and a Dataset of 
992 images 

“(http://www.bccancer.bc.ca/HPI/SkinCancerAtlas/Melano
ma/default.htm, 

http://www.cancer.org/cancer/skincancermelanoma/
detailedguide/melanoma-skin-cancer-keystatistics,
http://www.dermnet.org.nz/lesions/img/melanoma/

The Accuracy achieved was 93 %. “The 
proposed CAD system can assist the

dermatologists to confirm the decision of the 
diagnosis and

to avoid excisional biopsies”.
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mel-is.html,
http://www.meddean.luc.edu/lumen/MedEd/

medicine/dermatology/melton/content1.htm)”
Adria Romero Lopez[32] The authors used VGGNet CNN architecture and transfer 

learning
paradigm. And Dataset: ISIC Archive

The achieved sensitivity was 78.66%, which is 
higher than the current state of the art on that 

dataset.
Yuexiang Li Et al[21] The authors used Fully convolutional residual networks 

(FCRN)
“A straight-forward CNN is proposed for
the dermoscopic feature extraction task”. 

Dataset ISIC 2017.

The results show accuracy:i.e., task 1-0.753 ,task 
2- 0.848 and task3- 0.912  achieved.

Le Thu Thao[33] They used CNN architecture and “VGG-16”,using transfer 
learning and Dataset used was from (ISIC)2017, which has 

2000 training samples and 600 testing samples.

The Average Accuracy achieved was 0.816.

Julia K. Winkler
Et al[34]

The authors used CNN and Dataset: 120000 dermoscopic 
images

The CNN model achieved a sensitivity of 95.7% 
the study done by the authors suggest that “skin 

markings” significantly
interfered with the CNN architectures correct 

diagnosis of “nevi” which was done by 
increasing the melanoma probability

scores and consequently the false-positive rate 
and a specificity of 84.1%.

Lequan Yu
Et al[35]

The authors used CNN, FCRN and Dataset: ISBI 2016 The Average Accuracy 92%. Was achieved 
This study’s findings suggest that skin markings 
significantly interfered with the CNN’s correct 
diagnosis of nevi by increasing the melanoma
probability scores and consequently the false-

positive rate. 
Chanki Yu
Et al[36]

The CNN method was used and Dataset of 724 
dermoscopy images comprising acral melanoma they 
calculated the accuracy of by comparing it with the 
“dermatologist's and non-expert's” evaluation of the 

dataset.

They achieved accuracy of the CNN model 
created was 83.51% and 80.23%, which was 

found to be higher than the evaluation (67.84%, 
62.71%) of any non-experts and was close to 
that of the dermatologists (81.08%, 81.64%). 

Xiaoqing Zhang[37] The authors used CNN based model and the Dataset ISIC 
archi

The Accuracy achieved was  91%

Karl Thurnhofer They used CNN. Alexnet and GoogLeNet and Dataset:
DermQuest Data augmentation was used to increase the 

number of input images. 

The Accuracy of 93% was achieved.

Hassan El-khatib1, Dan 
Popescu

They used CNN GoogleNet and used Dataset where  All 
the images were extracted from the International Skin 

Imaging Collaboration and PH2 databases 

CNN gave 80% accuracy while the classification 
done by the NN with 70 layers was 75%. 

It was the same when the classification was done 
with “3 targets”. The NN created gave 20%, 
while the CNN gave  an accuracy of 57,7%. 

III. METHODOLOGY: 
The most commonly used methodology for most 

classification problems involving Deep Learning are as 
follows: 

Image-Acquisition is process of creation of a digitally 
encoded depiction od the visual features and characteristics 
of an object.in lay mans terms it is the process of acquiring 
a digital image of the desired object. 

Image Pre Processing is the work done on an image to 
improve the image data as per the requirements so as to 
make it easier to work on the image. 

Image Augmentation is the process of manipulating the 
image, mainly done to cover for the lack of data available. 
In this process we basically rotate the image by varying 
degrees or change the color scheme to make the system 
think that it is a new image. 

Feature Extraction is processed to reduce the number of 
features in a dataset by making new features from already 
present ones and then discarding the original features. These 
new features are able to summarize most of the information 
contained in the original features. 

Image Classification- deep learning now excels in 
recognizing objects in a image as it is supposed to be 
implemented using 3 or more layers of ANN where each 
layer is responsible for extracting one or more features of 
the image being used for classification.  

The methodology observed in most of the research work 
done on melanoma beginning with acquiring of datasets. 
Which is one of the biggest hurdles presented in this. A 
proper large dataset of skin lesion images was only provided 
publicly in the last 2 years in the ISIC challenge 2018-2019 
where a huge set of 10015 and 25333(train) images was 
provided, but the issue with these datasets is that, the are not 
only the sets containing the images of melanoma, but 
contain 7 skin images of seven different skin lesions. This 
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can be a bit of a hindrance while training a model for 
melanoma detection. As it reduces the accuracy of the 
model due to uneven balance of the number of images 
provided for each class.  

For example we have a dataset containing of images 
from 3 classes A, B, C respectively. The distribution of data 
is of the ratio 6:2:2 respectively. Now, when we train the 
neural network, it learns that if it gives the classification as 
A most of the time it would achieve the most accuracy 
easily which is not the aim of the project. To counter this, 
we could use weights to inform the NN to evaluate some 
classes according to the weights or we could use the process 
of random oversampling or random under- sampling. 
oversampling is a process in which we use data 
augmentation to increase the number of images in classes 
with low quantity. Under-sampling is the process od 
reducing the image quantity of large quantity classes to 
match that of low ones. Some of the other datasets used are: 
PH2,ISIC2018, ISBI2016, DermQuest, Dermofit, 
MEDNODE, DermIS, ISIC 2017 . 

After acquiring the data is the data preprocessing phase, 
where the data is reshaped to the required template, resized, 
Etc. Then if required the data is sent for augmentation, its s 
mainly done to increase the number of images. 

Fig. 1.

Most of the work done is seen to be using 
CNN(Convolutional Neural Network) for feature extraction 
and Image classification which it does  automatically. As it 
was mainly developed for image classification   

Fig. 2.

Fig. 3. . 

The CNN gained fame through its work done by 
researchers with image data. The general CNN architecture 
is as follows: 

“Convolution->Pooling->Convolution->Pooling->Full 
connected Layer->Output”. 

Convolution is the process of taking the original data 
and creating feature maps from it . Pooling is the down 
sampling which is mostly done in the form of “MAX 
POOLING” where a region is selected and then the max 

value of that region is taken and then that value becomes the 
new value for the entire region. Fully connected layers are 
your typical Neural Networks, where all the nodes are 
completely connected to each other. 

IV. CONCLUSION: 
We can see from the above compiled data of related 

research done in past few years, that most of the work is 
done using Neural Networks, Deep Learning, specifically 
CNN Convolutional Neural Networks. It is so because with 
the advancement in the field of AI models have been 
created which can automatically extract features and learn 
from them. Most of the work done has been done on some 
variation of the CNN, e.g. using different no. of hidden 
layer, using external feature extractors to help with the 
classification etc. some have even used the pre trained 
models of CNN like the AlexNet etc. lack of publicly 
available data can be seen from the study , some of the data 
sets have just 100-200 images which is really low , 
considering we need to train a neural network. The data was 
augmented by processing and changing the degree of 
rotation to make the system feel as if it was a new image, 
there are even some libraries create specifically for data 
preprocessing and augmentation. There were a number of 
external models used for feature extraction by the authors 
e.g. -Local Binary Pattern (LBP), -Edge Histogram (EH), -
Histogram of Oriented Gradients (HOG)-Gabor method. 
These authors used these architectures to support the 
classification model in in identifying the image. The 
classification is done by the CNN architecture mostly, Keras 
has provided us with inbuilt functions that make it easy to 
personalize and create a neural network with CNN 
architecture. We plan to create and work on our own 
personal model of CNN for classification of melanoma with 
our own version of twists. 

REFERENCES: 

[1] S. Mukherjee, A. Adhikari, and M. Roy, Using Cross-Platform 
Dataset with Deep Learning CNN Architecture, no. March. Springer 
Singapore, 2019. 

[2] R. Lakhtakia, A. Mehta, and S. K. Nema, “Melanoma: A frequently 
missed diagnosis,” Med. J. Armed Forces India, vol. 65, no. 3, pp. 
292–294, 2009, doi: 10.1016/S0377-1237(09)80036-1.

[3] M. S. Uddin and J. C. Bansal, Proceedings of International Joint 
Conference on Computational Intelligence, vol. 669. Springer 
Singapore, 2020. 

[4] S. Gulati and R. K. Bhogal, Detection of malignant melanoma using 
deep learning, vol. 1045. Springer Singapore, 2019. 

[5] F. M. C´ıcero, A. H. M. Oliveira, and G. M. Botelho, “Deep 
Learning and Convolutional Neural Networks in the Aid of the 
Classification of Melanoma,” Sibgrapi, pp. 1–9, 2016. 

[6] R. D. Seeja and A. Suresh, “Deep learning based skin lesion 
segmentation and classification of melanoma using support vector 
machine (SVM),” Asian Pacific J. Cancer Prev., vol. 20, no. 5, pp. 
1555–1561, 2019, doi: 10.31557/APJCP.2019.20.5.1555. 

[7] M. Attia, M. Hossny, S. Nahavandi, and A. Yazdabadi, “Skin 
melanoma segmentation using recurrent and convolutional neural 
networks,” Proc. - Int. Symp. Biomed. Imaging, pp. 292–296, 2017, 
doi: 10.1109/ISBI.2017.7950522. 

[8] E. M. Karabulut and T. Ibrikci, “Texture analysis of Melanoma 
Images for Computer-aided Diagnosis,” no. 1, pp. 26–29, 2016, doi: 
10.15242/iae.iae0416011. 

[9] T. J. Brinker et al., “Deep learning outperformed 136 of 157 
dermatologists in a head-to-head dermoscopic melanoma image 
classification task,” Eur. J. Cancer, vol. 113, pp. 47–54, 2019, doi: 
10.1016/j.ejca.2019.04.001. 

[10] K. Munir, H. Elahi, A. Ayub, F. Frezza, and A. Rizzi, “Cancer 
diagnosis using deep learning: A bibliographic review,” Cancers 
(Basel)., vol. 11, no. 9, pp. 1–36, 2019, doi: 
10.3390/cancers11091235. 

1349

Authorized licensed use limited to: AMITY University. Downloaded on November 02,2020 at 09:30:36 UTC from IEEE Xplore.  Restrictions apply. 



[11] N. C. F. Codella et al., “Deep learning ensembles for melanoma 
recognition in dermoscopy images,” IBM J. Res. Dev., vol. 61, no. 
4–5, pp. 1–15, 2017. 

[12] N. C. F. Codella et al., “Skin lesion analysis toward melanoma 
detection: A challenge at the 2017 International symposium on 
biomedical imaging (ISBI), hosted by the international skin imaging 
collaboration (ISIC),” Proc. - Int. Symp. Biomed. Imaging, vol. 
2018-April, no. Isbi, pp. 168–172, 2018, doi: 
10.1109/ISBI.2018.8363547. 

[13] C. N. Vasconcelos and B. N. Vasconcelos, “Experiments using deep 
learning for dermoscopy image analysis,” Pattern Recognit. Lett., 
vol. 0, pp. 1–9, 2017, doi: 10.1016/j.patrec.2017.11.005. 

[14] [14] E. Valle et al., “Data, Depth, and Design: Learning Reliable 
Models for Skin Lesion Analysis,” no. November, 2017, doi: 
10.1016/j.neucom.2019.12.003. 

[15] [15] A. Esteva et al., “Dermatologist-level classification of skin 
cancer with deep neural networks,” Nature, vol. 542, no. 7639, pp. 
115–118, 2017, doi: 10.1038/nature21056. 

[16] Y. Fujisawa et al., “Deep-learning-based, computer-aided classifier 
developed with a small dataset of clinical images surpasses board-
certified dermatologists in skin tumour diagnosis,” Br. J. Dermatol., 
vol. 180, no. 2, pp. 373–381, 2019, doi: 10.1111/bjd.16924. 

[17] S. S. Han, M. S. Kim, W. Lim, G. H. Park, I. Park, and S. E. Chang, 
“Classification of the Clinical Images for Benign and Malignant 
Cutaneous Tumors Using a Deep Learning Algorithm,” J. Invest. 
Dermatol., vol. 138, no. 7, pp. 1529–1538, 2018, doi: 
10.1016/j.jid.2018.01.028. 

[18] A. Hekler et al., “Deep learning outperformed 11 pathologists in the 
classification of histopathological melanoma images,” Eur. J. 
Cancer, vol. 118, pp. 91–96, 2019, doi: 10.1016/j.ejca.2019.06.012. 

[19] J. A. A. Salido and C. Ruiz, “Using deep learning for melanoma 
detection in dermoscopy images,” Int. J. Mach. Learn. Comput., vol. 
8, no. 1, pp. 61–68, 2018, doi: 10.18178/ijmlc.2018.8.1.664. 

[20] M. H. Jafari et al., “Skin lesion segmentation in clinical images 
using deep learning,” Proc. - Int. Conf. Pattern Recognit., vol. 0, pp. 
337–342, 2016, doi: 10.1109/ICPR.2016.7899656. 

[21] M. H. Jafari, E. Nasr-Esfahani, N. Karimi, S. M. R. Soroushmehr, S. 
Samavi, and K. Najarian, “Extraction of skin lesions from non-
dermoscopic images for surgical excision of melanoma,” Int. J. 
Comput. Assist. Radiol. Surg., vol. 12, no. 6, pp. 1021–1030, 2017, 
doi: 10.1007/s11548-017-1567-8.

[22] W. Mitkowski, J. Kacprzyk, K. Oprzędkiewicz, and P. Skruch, 
“Trends in Advanced Intelligent Control, Optimization and 
Automation: Proceedings of KKA 2017-The 19th Polish Control 
Conference, Kraków, Poland, June 18–21, 2017,” Adv. Intell. Syst. 
Comput., vol. 577, pp. 848–856, 2017, doi: 10.1007/978-3-319-
60699-6.

[23] Y. Li and L. Shen, “Skin lesion analysis towards melanoma 
detection using deep learning network,” Sensors (Switzerland), vol.
18, no. 2, pp. 1–16, 2018, doi: 10.3390/s18020556. 

[24] A. Ferreira, Carlos A ; Cunha, António; Mendonça, Ana Maria; 
Campilho, “Convolutional Neural Network Architectures for 
Texture Classification,” vol. 1, pp. 783–791, 2019, doi: 
10.1007/978-3-030-13469-3.

[25] A. Mahbod, G. Schaefer, C. Wang, R. Ecker, and I. Ellinger, 
“Institute for Pathophysiology and Allergy Research , Medical 
University of Vienna , Austria Department of Research and 
Development , TissueGnostics GmbH , Austria Department of 
Computer Science , Loughborough University , U . K . Department 
of Biomedical ,” pp. 1229–1233, 2019. 

[26] T. Majtner, S. Yildirim-Yayilgan, and J. Y. Hardeberg, “Combining 
deep learning and hand-crafted features for skin lesion 
classification,” 2016 6th Int. Conf. Image Process. Theory, Tools 
Appl. IPTA 2016, 2017, doi: 10.1109/IPTA.2016.7821017. 

[27] T. Majtner, S. Yildirim-Yayilgan, and J. Y. Hardeberg, “Optimised 
deep learning features for improved melanoma detection,” 
Multimed. Tools Appl., vol. 78, no. 9, pp. 11883–11903, 2019, doi: 
10.1007/s11042-018-6734-6.

[28] A. Masood, A. Al-Jumaily, and K. Anam, “Self-supervised learning 
model for skin cancer diagnosis,” Int. IEEE/EMBS Conf. Neural 
Eng. NER, vol. 2015-July, pp. 1012–1015, 2015, doi: 
10.1109/NER.2015.7146798. 

[29] A. Menegola, M. Fornaciali, R. Pires, and C. Unicamp, “Knowledge 
Transfer for Melanoma Screening with Deep Learning RECOD Lab 
, IC , University of Campinas ( Unicamp ), Brazil School of 
Medicine , Federal University of Minas Gerais ( UFMG ), Brazil,” 
2017 IEEE 14th Int. Symp. Biomed. Imaging (ISBI 2017), pp. 297–
300, 2017. 

[30] E. Nasr-Esfahani et al., “Melanoma detection by analysis of clinical 
images using convolutional neural network,” Proc. Annu. Int. Conf. 
IEEE Eng. Med. Biol. Soc. EMBS, vol. 2016-Octob, pp. 1373–1376, 
2016, doi: 10.1109/EMBC.2016.7590963. 

[31] A. Bhattacharya, A. Young, A. Wong, S. Stalling, M. Wei, and D. 
Hadley, “Precision Diagnosis Of Melanoma And Other Skin Lesions 
From Digital Images.,” AMIA Jt. Summits Transl. Sci. proceedings. 
AMIA Jt. Summits Transl. Sci., vol. 2017, pp. 220–226, 2017. 

[32] H. A. Haenssle et al., “Man against Machine: Diagnostic 
performance of a deep learning convolutional neural network for 
dermoscopic melanoma recognition in comparison to 58 
dermatologists,” Ann. Oncol., vol. 29, no. 8, pp. 1836–1842, 2018, 
doi: 10.1093/annonc/mdy166. 

[33] J. Premaladha and K. S. Ravichandran, “Novel Approaches for 
Diagnosing Melanoma Skin Lesions Through Supervised and Deep 
Learning Algorithms,” J. Med. Syst., vol. 40, no. 4, pp. 1–12, 2016, 
doi: 10.1007/s10916-016-0460-2.

[34] A. R. Lopez and X. Giro-i-nieto, “<EarlyUpPaleob.pdf>,” pp. 49–
54, 2017, doi: 10.2316/P.2017.852-053. 

[35] L. T. Thao and N. H. Quang, “Automatic skin lesion analysis 
towards melanoma detection,” Proc. - 2017 21st Asia Pacific Symp. 
Intell. Evol. Syst. IES 2017, vol. 2017-Janua, no. 2014, pp. 106–111, 
2017, doi: 10.1109/IESYS.2017.8233570. 

[36] J. K. Winkler et al., “Association between Surgical Skin Markings in 
Dermoscopic Images and Diagnostic Performance of a Deep 
Learning Convolutional Neural Network for Melanoma 
Recognition,” JAMA Dermatology, vol. 155, no. 10, pp. 1135–1141, 
2019, doi: 10.1001/jamadermatol.2019.1735. 

[37] L. Yu, H. Chen, Q. Dou, J. Qin, and P. A. Heng, “Automated 
Melanoma Recognition in Dermoscopy Images via Very Deep 
Residual Networks,” IEEE Trans. Med. Imaging, vol. 36, no. 4, pp. 
994–1004, 2017, doi: 10.1109/TMI.2016.2642839. 

[38] C. Yu et al., “Acral melanoma detection using a convolutional 
neural network for dermoscopy images,” PLoS One, vol. 13, no. 3, 
pp. 1–14, 2018, doi: 10.1371/journal.pone.0193321. 

[39] X. Zhang, “Melanoma segmentation based on deep learning,” 
Comput. Assist. Surg., vol. 22, no. 0, pp. 267–277, 2017, doi: 
10.1080/24699322.2017.1389405. 

[40] F. Rundo, G. L. Banna, and S. Conoci, “Bio-inspired deep-CNN 
pipeline for skin cancer early diagnosis,” Computation, vol. 7, no. 3, 
2019, doi: 10.3390/computation7030044. 

[41] A. Saroliya, U. Mishra, A. Rana, “Performance Evaluation and 
Statistical Analysis of AUR-Chord Algorithm with Default Working 
of Structured P2P Overlay Network”, in Advances in Intelligent 
Systems and Computing, Vol. 583, pp 753-760 (2018).  

[42] D. Gupta, A. Rana, S. Tyagi, “Sequence generation of test case 
using pairwise approach methodology”, in Advances in Intelligent 
Systems and Computing , Vol.554, pp  79-85 (2018).  

[43] V. Kunwar, N. Agarwal, A. Rana, J. P. Pandey, “ Load balancing in 
cloud—a systematic review”, in Advances in Intelligent Systems 
and Computing, Vol.  654, pp 583-593 (2018).  

[44] B. D. Chauhan, A. Rana, N. Sharma, “Testing sufficiency test (TST) 
- Evolving a new model for estimating software test cases”, in 
International Journal of Applied Engineering Research, pp 12-21
(2017). 

[45] G. Dubey, A. Rana, J. Ranjan, “Fine-grained opinion mining of 
product review using sentiment and semantic orientation”, in 
International Journal of Business Information Systems, Vol.  25,
Issue 1, pp 1-17 (2017). 

[46] S. Ghosh, A. Rana, V. Kansal, “Predicting defect of software 
system” in Advances in Intelligent Systems and Computing, Vol 
516, pp 55-67 (2017). 

[47] A. Saroliya, U. Mishra U, A. Rana, “Improvement in routing 
techniques in P2P networks using a cloud service interface with 
secure multiparty computation”, in Far East Journal of 
Electronics and Communications, Vol.  16, Issue 3, pp 
673-683 (2016). 

 

1350

Authorized licensed use limited to: AMITY University. Downloaded on November 02,2020 at 09:30:36 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.6
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


